Breaking the Barriers: Microbial Effector Molecules Subvert Plant Immunity
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Abstract
Adaptation to specialized environments allows microorganisms to inhabit an enormous variety of ecological niches. Growth inside plant tissues is a niche offering a constant nutrient supply, but to access this niche, plant defense mechanisms ranging from passive barriers to induced defense reactions have to be overcome. Pathogens have to break several, if not all, of these barriers. For this purpose, they secrete effector molecules into plant cells to interfere with individual defense responses. Plant defense is organized in multiple layers, and therefore the action of effectors likely follows this same order, leading to a hierarchy in effector orchestration. In this review we summarize the latest findings regarding the level at which effectors manipulate plant immunity. Particular attention is given to those effectors whose mechanism of action is known. Additionally, we compare methods to identify and characterize effector molecules.
INTRODUCTION

Microorganisms live in highly diverse environments ranging from free-living organisms in soil or water to biofilms attached to hosts and even intracellular symbiotic or pathogenic host-dependent growth (61a). To adapt to the different conditions in each niche, microorganisms have evolved specialized strategies allowing them to live in roots, xylem or phloem vessels, leaves, flowers, or fruits. In addition to adaptation to a phytopathogenic lifestyle, pathogens must also have ways of spreading using, for example, physical means such as wind or water, given that their plant hosts are sessile organisms. The intensified use of monocultures in agriculture has caused the pathogenic lifestyle to become more pronounced (95).

Upon contact with a potential host plant, several pre-existing physical barriers such as the cuticle of leaves prevent entry into plant tissues (49), so that the pathogen has to rely on mainly natural openings, e.g., stomata and hydathodes or wound sites, to gain access. Following successful penetration, microorganisms need to persist within the apoplastic space. However, low pH (32) and plant-secreted degrading defense enzymes or antimicrobial compounds constitute the next barrier that the microbes have to overcome (49). Furthermore, plant cells are surrounded by a stable cell wall that cannot be penetrated by most microbes. Therefore, microbes, except for viruses and symbiotic bacteria, are confined to the apoplastic space for proliferation and have to devise means to access the cytosol, where they have to suppress defense responses and retrieve nutrients from the plant. Bacteria build a type-three secretion system (T3SS) that penetrates through the cell wall and plasma membrane to inject effector molecules into the cytoplasm to gain access to nutrients (53). Some fungi and oomycetes form appressoria that force penetration hyphae by turgor pressure through the cell wall. Subsequently, feeding structures (haustoria) are formed that are still surrounded by the plant plasma membrane. Effectors (Table 1) are secreted via exocytosis into the interfacial matrix, and some of them enter the plant cell and modify the cell to host the feeding structure (79).

On the one hand, plants can benefit from hosting microorganisms, e.g., in symbiosis with rhizobia or mycorrhiza, but on the other hand, microbial colonization by pathogens has detrimental effects. Therefore, in addition to pre-existing physical and chemical barriers, plants express recognition systems and mount inducible immune responses that are triggered immediately after the first contact with non-self molecules and are reinforced by prolonged interaction with pathogens. PAMPs (pathogen-associated molecular patterns, also called MAMPs, microbe-associated molecular patterns, Table 1) are well-conserved molecular structures unique to microbes, that play an essential role in microbial lifestyle. Therefore, variation of these patterns to escape recognition is limited. During infection, PRRs (pattern recognition receptors, Table 1) recognize PAMPs and trigger defense responses in a cell-autonomous manner. Well-characterized examples for PRR/PAMP recognitions are the LRR-RLKs (leucine-rich repeat kinase) FLS2 for bacterial flagellin (36), EFR for bacterial EF-Tu (117), CERK1 (75a) for fungal chitin and the receptor-like proteins (RLP) LeEix for fungal xylanase EIX (87), and CEBiP for fungal chitin (55). PRRs reside mostly in the plasma membrane. They stimulate signaling cascades involving Ca\(^{2+}\) fluxes and MAPKs (mitogen activated protein kinases), which lead to defense reactions. Production of ROS (reactive oxygen species) and medium alkalinization are harmful for the pathogen, deposition of callose in the cell wall perturbs penetration, while expression of antimicrobial products, e.g., PR (pathogenesis related) proteins and defensins further hinder infection (96, 110). If the pathogen cannot overcome these inducible defense mechanisms, efficient PTI (PAMP-triggered immunity, Table 1) is set off and pathogen proliferation in the apoplast is prevented. At this stage no or very few macroscopic disease symptoms occur, suggesting that PTI might underlie nonhost resistance (Table 1).
Successful pathogens inject a range of effectors, which suppress defense responses at the level of perception, signaling, or defense action (37), thereby making host colonization possible. However, these effector molecules can serve as signals for the plant to reinforce its defense. R (Resistance) proteins (Table 1) directly or indirectly (10) monitor the presence or actions

<table>
<thead>
<tr>
<th>PAMP/MAMP = pathogen/microbe-associated molecular pattern</th>
<th>Effector</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAMPs are structures or molecules that are conserved through whole classes of microbes including pathogenic and nonadapted microorganisms. They are targets of pattern recognition receptors of the eukaryotic innate immune system and allow perfect discrimination between self and nonself due to their specificity to microbes. Since PAMPs play an essential role for microbial life, evasion of recognition by adaptive evolution is unlikely or difficult to be achieved. In the past, PAMPs have been called “general elicitors.”</td>
<td>Effector molecules are important for pathogen virulence and promote penetration into host tissues, persistence inside the host, suppression of immune responses, access to nutrients, proliferation, and growth. Pathogens secrete effectors into intercellular spaces (apoplast) and into host cells. Bacteria are known to deliver effectors via their type-2-or type-3-secretion systems (T3SS); fungi and oomycetes release effectors via exocytosis. Also, effectors can be subject to horizontal gene transfer and adaptive evolution.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PRR = pattern recognition receptor</th>
<th>R protein (effector recognition receptor)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRRs are encoded by the host and mediate innate immune recognition. They are highly sensitive and specific recognition receptors for microbial patterns. Upon ligand perception, they stimulate signaling cascades that result in an array of typical defense responses. Plant plasma membrane spanning PRRs can be grouped into two classes: Receptor-like kinases (RLKs) carry a serine/threonine kinase domain, receptor-like proteins (RLPs) have a short cytoplasmic tail at the intracellular side. Their extracellular domains can contain leucine-rich repeats (LRRs) or LysM-motifs.</td>
<td>R proteins are encoded by specific hosts and have evolved to recognize effector molecules or their action. Upon recognition, R protein triggers a local hypersensitive response (HR) leading to programmed cell death (PCD). R proteins occur as plasma membrane-spanning RLKs and RLPs and intracellular receptors. Based on the N-terminal structure, the latter can be divided into CC- or TIR-NB-LRR type (CC, coiled-coil domain; TIR, Toll-like-Interleukin-Receptor; NB, nucleotide binding domain).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PTI = PAMP-triggered immunity</th>
<th>ETI = effector-triggered immunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAMP-triggered immunity (PTI) collectively encompasses all plant immune responses that are elicited upon challenge with PAMPs/MAMPs including those that only occur in the absence of effectors. PAMPs stimulate an immediate early and transient immune response contributing to different levels of plant immunity, e.g., in preinvasive defense by stomata closure or in postinvasive defense that includes ion fluxes, oxidative burst, activation of signaling cascades, changes in gene expression and focal accumulation of compounds with potential antimicrobial activity. PTI is in most cases sufficient to avoid microbial growth while ensuring host cell survival. Therefore, PTI is normally not associated with any macroscopic symptoms.</td>
<td>Effector-triggered immunity (ETI) is elicited by host R proteins upon recognition of a cognate microbial effector (avirulence factor) or its action. Accumulating evidence points at ETI as a reactivation of PTI in an accelerated and potentiated manner. It occurs in two levels, weak and strong ETI. Weak ETI is usually not associated with any macroscopic symptoms, while strong ETI develops visible signs of HR. Classically, according to the gene-for-gene theory, strong ETI is referred to as incompatible interaction or is also called specific resistance.</td>
</tr>
</tbody>
</table>

(Continued)
### Nonhost resistance

The conceptual term of nonhost resistance describes plant-microbe interactions at the macroscopic level. Classically, plants undergo three types of interactions with microbes: compatible, incompatible and non-host. In a nonhost interaction, a normally virulent pathogen for a particular host is not able to infect and grow in a different type of host. At the molecular level, PTI contributes to nonhost resistance, but also weak ETI might be involved.

### Preinvasive immunity

One of the first steps during an infection cycle is the penetration of host tissues. Microbes grow epiphytically on plant surfaces from where they enter into the plant tissue. Preinvasive immunity consists of pre-existing physical and chemical barriers such as the leaf cuticle and tissue architecture, as well as inducible barriers provided by PTI, e.g., stomatal closure and protects plant tissues from microbial invasion.

### Basal resistance

In general, basal resistance (or basal defense) is understood as the remaining level of PTI (and weak ETI) in a susceptible (compatible) interaction, where several immune responses of PTI are suppressed by effectors. Basal resistance cannot protect the plant against pathogens, but restricts its level of virulence. Mutants lacking components of basal defense show enhanced susceptibility to already virulent pathogens.

### Postinvasive immunity

Inside plant tissues, the pathogen is exposed to further layers of plant defense. These layers consist of responses provided by PTI and ETI. The pathogen needs to suppress postinvasive immunity in order to access nutrients and multiply. Completion of the pathogen's life cycle is important for release out of the host and further transmission of the pathogen to new host plants.

---

1This table gives the current definitions of important terms used to describe several layers of plant immunity. Contrasting or parallel concepts opposed to each other are on the two sides of the table.

---

**Nonhost resistance:** resistance to pathogens that are virulent on other host plants, no macroscopic symptoms, PTI/weak ETI contribute to nonhost resistance

**ETI (effector-triggered immunity):** plant immune responses triggered by R proteins upon recognition of cognate effectors, reinforcement of PTI, classically known as gene-for-gene resistance

**HR:** hypersensitive response

**PCD:** programmed cell death

[guard hypothesis (109)] of effector molecules and override suppression of PTI by reinforcement of immune responses, resulting in ETI (effector-triggered immunity, Table 1). Typically, ETI is associated with a hypersensitive response (HR)/PCD (programmed cell death) and systemic acquired resistance (8, 19, 23). R gene–mediated resistance is race specific and classically known as gene-for-gene resistance (33). Nonetheless, this level of resistance can be overcome by some pathogens, which have evolved effectors to inhibit ETI-mediated cell death. In return, these effectors can be recognized by cognate R proteins triggering resistance (54) leading to an evolutionary arms race between pathogen virulence and plant defense.

The impact of effectors in the context of ETI (gene-for-gene resistance) has long been studied, whereas suppression of PTI by effector molecules became a major research topic only relatively recently. Therefore, we focus on the latest findings and highlight mechanisms employed by pathogens to suppress PTI. First, we summarize methods that are used to identify such effectors and explain why different methods can lead to contradictory results. In the second part, we place effectors according to their mechanism of action into individual layers of defense ranging from overcoming preinvasive immunity (Table 1) to suppression of PTI and downstream signaling of postinvasive immunity (Table 1). Furthermore, to unify definitions, Table 1 gives an overview of the most important terms used to describe plant immunity.

### METHODS FOR IDENTIFYING EFFECTORS SUPPRESSING PLANT DEFENSE RESPONSES

The identification of effectors that suppress PTI is challenging because individual layers of defense reactions cannot easily be uncoupled from each other, and often in plant-pathogen interactions PTI overlaps with ETI. Besides characterization of individual effector molecules and bioinformatic predictions, several reporter monitoring systems, growth assays, and staining of defense outputs are used to
identify effectors interfering with PTI, which are summarized together with biochemical function and target proteins in Table 2.

Ongoing sequencing of genomes enables bioinformatic prediction of effectors in an increasing number of pathogens. Based on the features of known effectors, candidates should be small, secreted proteins, which are rich in cysteines and show no obvious homology to known proteins. Besides a signal peptide, the RxLR (Arginine, any amino acid, leucine, arginine) motif is involved in secretion of oomycete effectors. In Phytophthora sojae, Phytophthora ramorum, and Hyaloperonospora parasitica draft genomes allowed identification of effector inventories using this RxLR motif (114a). Predicted effectors have to be analyzed in functional assays to confirm their role in virulence and to elucidate their molecular mechanism.

NHO1, FRK1/SIRK, and RAP2.6 are well-characterized PAMP-induced genes and therefore frequently used as markers for defense responses in Arabidopsis thaliana. NHO1 is required for basal resistance (Table 1) against Pseudomonas (70). Its expression is induced upon stimulation with flagellin. Virulent pathogens alter this transcriptional induction of NHO1 by delivery of effectors. This process was studied in a mesophyll protoplast system carrying an NHO1 promoter-luciferase fusion construct, in which individual effectors were transiently expressed. HopS1, HopAI1, HopAF1, HopT1-1, HopT1-2, HopA1-1, HopC1, or AvrPto (AvrPto1) suppress flg22-induced expression of NHO1 (64), suggesting a role in suppression of PTI. Similarly, an FRK1 (FLG22-INDUCED RECEPTOR-LIKE KINASE 1) promoter-luciferase reporter construct was developed in mesophyll protoplasts to monitor flg22 signaling. FRK1 is rapidly induced upon flg22 perception (5). AvrPto and AvrPtoB (HopAB2) suppress flg22-mediated FRK1 induction, whereas other known suppressors of PTI such as HopAO1, HopE1, and HopK1 (45) have no effect.

Although providing a rapid assay, transient expression in protoplasts has some limitations: Effector proteins do not necessarily accumulate to the same concentration reached in a real infection. Also, defense signaling might be changed in protoplasts compared to the in planta situation. To overcome the limitation of protoplasts, a promoter-luciferase fusion of the ethylene response factor (ERF) gene, RAP2.6, was developed in planta. In contrast to NHO1 and FRK1, RAP2.6, an ERF family transcription factor, is strongly up-regulated upon infection by virulent strains of Pseudomonas. In these RAP2.6 reporter lines, AvrB, AvrRpt2, HopAR1, HopPtoK, and HopX1 contribute to RAP2.6 induction when delivered by virulent pathogens (44). Loss of virulence, e.g., in T3SS mutants (brcC), was also visualized as reduced luciferase activity. The drawback to this system is the use of a single reporter gene, which renders this assay highly specific to one particular signaling pathway. Nevertheless, this in planta assay mimics the situation of a natural infection much better than protoplast-based systems.

Instead of using reporter constructs, immune responses themselves can be monitored to identify effectors. ROS production is an early defense response triggered immediately upon PAMP perception, which can be followed by luminescence assays. Effectors such as AvrPto and AvrPtoB suppress PAMP-triggered accumulation of ROS, when they are transiently expressed in Nicotiana benthamiana (42). As mentioned above, transient expression bears limitations. Furthermore, heterologous systems may contain different signaling components leading to changes in output.

Individual defense responses can also be followed by simple staining procedures, which allow fast estimation of the action of a given pathogen or effector. Callose deposition, a typical output of most signaling pathways, can easily be assessed by Aniline blue staining. PAMP-triggered callose deposition is suppressed, for example, by pathogen-delivered HopM1 and AvrE (25) or by inducible in planta expression of AvrPto (43). In N. benthamiana, vascular flow in minor veins is reduced during PTI triggered by Pseudomonas syringae pv. fluorescens (Pf). This was visualized using the dye neutral red. Some effectors such as AvrPto,
Table 2  Effectors molecules and their function in suppression of defense

<table>
<thead>
<tr>
<th>Name</th>
<th>Alternative name</th>
<th>Organism</th>
<th>Function</th>
<th>Target</th>
<th>Role in PTI suppression</th>
</tr>
</thead>
<tbody>
<tr>
<td>AvrB1</td>
<td>AvrB</td>
<td>P. syringae</td>
<td>RIN4 (26, 82)</td>
<td>Suppression of RAP2.6 induction (44)</td>
<td></td>
</tr>
<tr>
<td>AvrE1</td>
<td>AvrE</td>
<td>P. syringae</td>
<td></td>
<td></td>
<td>Suppression of callose deposition (25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reduction of vascular flow (81)</td>
</tr>
<tr>
<td>AvrPto1</td>
<td>AvrPto</td>
<td>P. syringae</td>
<td>Pto kinase/Pfr</td>
<td>Suppression of callose deposition (43)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reduction of vascular flow (81)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of FRK1/SIRK induction (45)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of nonhost HR (42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Interaction with Rab-GTPases (11)</td>
</tr>
<tr>
<td>AvrRpm1</td>
<td></td>
<td>P. syringae</td>
<td>RIN4 (71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvrRpt2</td>
<td></td>
<td>P. syringae</td>
<td>Cysteine protease</td>
<td>Suppression of RAP2.6 induction (44)</td>
<td></td>
</tr>
<tr>
<td>HopA1</td>
<td>HopPsyA</td>
<td>P. syringae</td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td>HopAA1–1</td>
<td>HopPtoA1</td>
<td>P. syringae</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HopAB2</td>
<td>AvrPtoB</td>
<td>P. syringae</td>
<td>Ubiquitin E3 ligase</td>
<td>Fen kinase (90)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of nonhost HR (42)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of cell death (HopPsyA) (50)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of FRK1/SIRK induction (45)</td>
<td></td>
</tr>
<tr>
<td>HopAF1</td>
<td></td>
<td>P. syringae</td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td>HopAI-1</td>
<td></td>
<td>P. syringae</td>
<td>Phosphothreonine lyase (116)</td>
<td>MPK3, MPK6 (116)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
<td></td>
</tr>
<tr>
<td>HopAM1</td>
<td>AvrPpiB</td>
<td>P. syringae</td>
<td></td>
<td></td>
<td>Suppression of cell death (HopPsyA) (50)</td>
</tr>
<tr>
<td>HopAO1</td>
<td>HopPtoD2</td>
<td>P. syringae</td>
<td>Protein tyrosine phosphatase (14)</td>
<td>Downstream of MAPK in PTI signaling (107)</td>
<td></td>
</tr>
<tr>
<td>HopAR1</td>
<td>AvrPphB</td>
<td>P. syringae</td>
<td>Papain-like Cys Protease, YopT</td>
<td>PBS1 (38)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of RAP2.6 induction (44)</td>
<td></td>
</tr>
<tr>
<td>HopC1</td>
<td>AvrPpiC2</td>
<td>P. syringae</td>
<td>Papain-like Cys Protease, YopT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
<td></td>
</tr>
<tr>
<td>HopD1</td>
<td>HopPtoD1</td>
<td>P. syringae</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 2  (Continued)

<table>
<thead>
<tr>
<th>Name</th>
<th>Alternative name</th>
<th>Organism</th>
<th>Function</th>
<th>Target</th>
<th>Role in PTI suppression</th>
</tr>
</thead>
<tbody>
<tr>
<td>HopE1</td>
<td>HopE</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Suppression of cell death (HopPsyA) (50)</td>
</tr>
<tr>
<td>HopF2</td>
<td>AvrPphF</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Reduction of vascular flow (81)</td>
</tr>
<tr>
<td>HopG1</td>
<td>HopG</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Reduction of vascular flow (81)</td>
</tr>
<tr>
<td>HopK1</td>
<td>HopPtoK</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Suppression of RAP2.6 induction (44)</td>
</tr>
<tr>
<td>HopM1</td>
<td>HopPtoM</td>
<td><em>P. syringae</em></td>
<td>Adaptor for Ubiquitination machinery</td>
<td>MIN7 (78)</td>
<td>Suppression of callose deposition (25)</td>
</tr>
<tr>
<td>HopN1</td>
<td>HopPtoN</td>
<td><em>P. syringae</em></td>
<td>Papain-like Cys Protease, YopT (69)</td>
<td></td>
<td>Reduction of vascular flow (81)</td>
</tr>
<tr>
<td>HopO1–1</td>
<td>HopPtoS1</td>
<td><em>P. syringae</em></td>
<td>mono-ADP-ribosyltransferase (34)</td>
<td>Chloroplast protein (34)</td>
<td></td>
</tr>
<tr>
<td>HopO1–2</td>
<td>HopPtoS3</td>
<td><em>P. syringae</em></td>
<td>mono-ADP-ribosyltransferase (34)</td>
<td>Chloroplast protein (34)</td>
<td></td>
</tr>
<tr>
<td>HopS1</td>
<td>HolPtoZ</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td>HopT1–1</td>
<td>HolPtoU1</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td>HopT1–2</td>
<td>HolPtoU2</td>
<td><em>P. syringae</em></td>
<td></td>
<td></td>
<td>Suppression of flg22 dep. NHO1 induction (64)</td>
</tr>
<tr>
<td>HopU1</td>
<td>HopPtoS2</td>
<td><em>P. syringae</em></td>
<td>mono-ADP-ribosyltransferase (34)</td>
<td>RNA-binding proteins (AtGrp7, AtGrp8) (34)</td>
<td></td>
</tr>
<tr>
<td>HopX1</td>
<td>AvrPphE</td>
<td><em>P. syringae</em></td>
<td>Cysteine protease (77)</td>
<td></td>
<td>Suppression of cell death (HopPsyA) (50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Suppression of RAP2.6 induction (44)</td>
</tr>
<tr>
<td>Coronatine</td>
<td></td>
<td><em>P. syringae</em></td>
<td>JA mimic (72)</td>
<td></td>
<td>Promotes reopening of stomata (72)</td>
</tr>
<tr>
<td>AvrBsT</td>
<td></td>
<td><em>X. campestris pv. vesicatoria</em></td>
<td>YopJ-like SUMO protease (22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvrRxv</td>
<td></td>
<td><em>X. campestris pv. vesicatoria</em></td>
<td>YopJ-like SUMO protease</td>
<td>Cytoplasmic target ? (12)</td>
<td></td>
</tr>
<tr>
<td>AvrXv4</td>
<td></td>
<td><em>X. campestris pv. vesicatoria</em></td>
<td>YopJ-like SUMO protease (86)</td>
<td>Cytoplasmic target (86)</td>
<td></td>
</tr>
</tbody>
</table>
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Table 2 (Continued)

<table>
<thead>
<tr>
<th>Name</th>
<th>Alternative name</th>
<th>Organism</th>
<th>Function</th>
<th>Target</th>
<th>Role in PTI suppression</th>
</tr>
</thead>
<tbody>
<tr>
<td>XopD</td>
<td>X. campestris pv. vesicatoria</td>
<td>SUMO protease</td>
<td>Transcription factors 2 (48)</td>
<td></td>
<td>Structural determinants for substrates (20)</td>
</tr>
<tr>
<td>AvrBs3/PthA</td>
<td>Xanthomonas</td>
<td>Transcription factor</td>
<td>Upa-box (58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvrBs2</td>
<td>Xanthomonas</td>
<td>Glycerophosphoryl diester phosphodiesterase (100)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PopP1</td>
<td>R. solanacearum</td>
<td>YopJ-like SUMO protease</td>
<td>(63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PopP2</td>
<td>R. solanacearum</td>
<td>YopJ-like SUMO protease</td>
<td>(63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GALA</td>
<td>R. solanacearum</td>
<td>F-box proteins, ubiquitination (2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DspA/E</td>
<td>E. amylovora</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AVRa10</td>
<td>B. graminis</td>
<td>Penetration (84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AVRk1</td>
<td>B. graminis</td>
<td>Penetration (84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avr2</td>
<td>C. fulvum</td>
<td>Cysteine protease inhibitor (88)</td>
<td></td>
<td>Rcr3</td>
<td></td>
</tr>
<tr>
<td>Avr4</td>
<td>C. fulvum</td>
<td>Chitin binding lectin</td>
<td>Chitinase</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 This table summarizes effectors as mentioned in the text providing alternative names and their organism of origin. When no specification is given (P. syringae, Xanthomonas), the effector is present in several pathovars of the pathogen. Biochemical function and the effector targets are known for a subset of the effectors, but various methods have been used to characterize the role in PTI suppression.

AvrE, HopM1, HopF2 and HopG1, delivered via the T3SS of Pft, re-establish vascular flow whereas HopC1 does not (81).

To avoid reliance on an individual immune response, bacterial growth rates can be used as a general output for virulence of a given pathogen. Enhanced or retarded multiplication of pathogens is used in a number of studies, where effectors are either expressed ectopically in planta, delivered by avirulent pathogens (40, 114), or deleted from virulent pathogens. Effectors such as AvrRpm1, HopM1, or effector cluster deletions have been characterized in such systems (6). Induced expression of effectors in transgenic plants might be misleading, since overexpression or wrong timing might result in unspecific activities. In addition, effector activity might require modifications that are only obtained upon expression and delivery by the pathogen. Delivery of effectors via model pathogens overcomes several of these problems and are used to study effectors of pathogens, where molecular manipulation is limited. Secretion of the H. parasitica effectors ATR1 and ATR13 as fusion proteins with the endogenous T3SS signal sequence by P. syringae pv. tomato (Pst) into Arabidopsis leads to enhanced virulence in susceptible Arabidopsis accessions and triggers HR in resistance accessions (83a, 96a). Such an “effector-vector-detector” system allows not only further characterization of known effectors, but also identification of new ones.

PCD is triggered upon recognition of an effector during HR mediated in the frame of...
ETI and therefore can serve as readout to screen for effector molecules. PCD was used to analyze the effector repertoire of the bean pathogen *P. syringae* pv. *syringae* B728a in a comparative study (111). To proliferate, biotrophic pathogens have to ensure host cell survival and hence suppress PCD. Screens for effectors that can suppress PCD have been carried out in tobacco and *Arabidopsis*: HopE1, HopX1, HopAM1, AvrPtoB, and HopPtoF interfered with HopPsyA-dependent HR (50). Even though HR is considered a hallmark of ETI, PTI always precedes ETI and thus PCD-suppressing effectors not only interfere with ETI, but might also target PTI. Interestingly, these effectors also interfere with Bax-induced PCD in yeast (50). The conservation of the anti-PCD activity of these effectors opens up a wide range of easy-to-handle, heterologous systems for initial identification of effectors.

In general, effectors active in any of these systems are good candidates for PTI suppressors, and most known effectors have been characterized in one or several of the assays. However, limitations of the individual systems have to be considered and can provide explanations for contradictory results. Since most of the reporters are localized downstream in defense responses, little information is gained about the mechanism of action. In addition, effectors acting at redundant upstream steps might be missed in these assays. Therefore, the role of individual effectors during the infection process should be confirmed by pathogenicity tests of corresponding deletion mutants of the pathogen strain. However, since pathogens express a battery of effectors, single deletion mutants may not always cause obvious effects.

**EFFECTORS INTERFERE WITH PLANT IMMUNITY AT MULTIPLE LEVELS**

Improvements in bioassays have facilitated identification of whole effector repertoires of pathogens in ever-increasing numbers. However, identification of the targets and the mechanism by which these effectors interfere with immunity is lagging behind. Here we place effectors according to the level of defense they interfere with. We also show how the same defense response can be targeted by effectors with different mechanisms.

An overview of plant defense barriers and responses that are targets of microbial effectors is illustrated in Figure 1. These effectors can act at pre-existing barriers and any level of PTI. They may promote entry and persistence in the apoplast, prevent recognition of PAMPs, hinder activation of PRRs, interfere with downstream signaling, stop defense responses, or alter defense gene expression. Although fungi, oomycetes, and viruses cause major economic damage (4), bacteria are still the best characterized phytopathogens to date. Several genomes are available, e.g., *P. syringae* pvs. *tomato*, *phaseolicola*, and *syringae*, *Ralstonia solanacearum*, *Xanthomonas campestris vesicatoria*, *X. oryzae oryzae*, *Xylella fastidiosa*, or are being sequenced (http://www.tigr.org/~vinita/Ppwebpage.html), and effector inventories are available for *P. syringae* (67, 92) and *X. campestris vesicatoria* (38). Thus, most of our information on suppression of PTI results from bacterial effectors.

**Overcoming Physical Barriers of Preinvasive Immunity**

During epiphytic growth on the leaf surface, bacteria grow in biofilms, which involves quorum sensing. The effector AvrXa21, expressed by *Xanthomonas oryzae oryzae*, seems to play a role in quorum sensing, suggesting that control of proliferation during this growth phase is important for pathogenesis. In resistant rice cultivars, AvrXa21 is sensed by the RLK Xa21, which indicates that plants monitor surface colonization as a first step in defense (63a).

Following proliferation on the surface, pathogens have to overcome physical barriers or use natural openings to enter the plant tissue. However, the latter are well guarded in plants. During active photosynthesis stomata are open to allow efficient gas exchange. Bacteria are able to sense organic compounds
released during gas exchange and move toward stomata in order to penetrate the leaf tissue. The guard cells of stomata express PRRs. Upon contact with pathogens, PAMPs, such as bacterial flagellin or lipopolysaccharides (LPS), are perceived by PRRs and signaling cascades that lead to immediate stomatal closure are induced. As a result, entry of pathogens is prevented. Phytohormones such as jasmonic acid (JA) and abscisic acid (ABA) play a role in stomata opening/closure (68). To reopen stomata and gain access to the apoplast, bacteria secrete coronatine (COR), a polyketide phytoxin that is structurally related to JA (72). COR might interfere with JA signaling, for example, by manipulating COI1, a plant F-box protein.
involved in the SCF<sup>COI1</sup> E3 ubiquitin ligase complex. This SCF complex targets jasmonate-ZIM-domain (JAZ) proteins for degradation, thereby releasing JA-responsive genes that are under negative control by JAZ repressors (103a). To close stomata during drought stress, the AtRac1 GTPase is inactivated, which maintains the actin cytoskeleton in guard cells. The resulting destabilization of the cytoskeleton leads to stomatal relaxation and thus closure (63b). A similar system might be involved in biotic stress. Interfering with destabilization of the actin cytoskeleton, e.g., degradation of negative regulators of Rho GTPases by the SCF<sup>COI1</sup> complex, might ensure opening of negative regulators of Rho GTPases by the actin cytoskeleton, e.g., degradation of negative regulators of Rho GTPases by the SCF<sup>COI1</sup> complex, might ensure opening of stomata and allow entry of bacteria into the apoplast.

To multiply in the apoplast, pathogens can modify the conditions present in this environment. For example, under drought stress of the plant, humidity in the apoplast is also limiting for bacterial growth. Therefore, HopAM1 is injected into the cells. It enhances ABA signaling and thereby not only downregulates a subset of defense responses, but also induces stomatal closure, thus protecting developing bacterial colonies against osmotic stress (35a). This prevents further entry of bacteria into the leaf and hence might protect the niche for the resident bacteria against entry of other competing pathogens.

In contact with plant cells, pathogens encounter the next physical barrier, the plant cell wall, that has to be penetrated to gain access to plant nutrients (112). Bacteria establish a T3SS, which spans cell wall and plasma membrane to get in contact with the cytoplasm. During formation of the T3SS, several bacterial effectors modify defense mechanisms and PTI signaling at any given level. (a) A plant leaf is schematically shown as top view (top) from cuticle and epidermis to cross-section through the apoplast and mesophyll cells (bottom). (b) A cross-section through one enlarged cell.

1. Bacteria (purple) grow epiphytically on the surface of leaves and are prevented from entry by the cuticle (gray) (49).
2. They swim toward openings such as stomata, where they enter the plant tissue (106). Stomata are closed upon PAMP recognition, but effectors (orange), e.g., coronatine, lead to reopening (72).
3. Bacteria enter the intercellular space and encounter enzymatic barriers such as proteases and cell wall-degrading enzymes. Secretion of inhibitors (orange triangle), e.g., Kazal and Cystain protease inhibitors, protect the pathogen (104, 105).
4. Bacteria adapt their lifestyle to the apoplastic space, settle in between cells, with the help of effectors gain access to water and nutrients, and multiply. PAMPs (purple circles) are released during pathogen growth as degradation or secretion products or result from dying bacteria.
5. Recognition of PAMPs leads to activation of defense responses (blue) such as ion fluxes, ROS production, callose deposition, and secretion of antimicrobial compounds (AMPs). Signaling requires Ca<sup>2+</sup> fluxes and involves activation of MAPK cascades (8, 37).
6. PAMPs are masked or degraded to evade recognition (orange), e.g., bacterial peptidoglycans degraded by HopP1 (80). Lipopolysaccharides might form a protective layer to prevent diffusion of PAMPs to PRRs (103).
7. Some pathogens have adapted PAMPs (camouflage) that render them no longer recognizable by plant receptors (31, 83, 98).
8. Bacteria form a T3SS through which they pass effectors (orange circles) into the plant cell (15). Penetration of the T3SS is promoted by the action of degrading enzymes, e.g., cellulases, cellobiosidases, and lipases (52).
9. Effectors like AvrPto and AvrPtoB interfere with receptor activation or early PAMP signaling (42, 45, 102).
10. Signaling via MAPKs is suppressed by effectors like HopAI1 (116) and HopAO1, which probably acts downstream of the MAPK cascade (14, 107).
11. Many defense reactions involve transcriptional changes, thus, effectors manipulate the defense transcriptome. HopU1 interferes with RNA binding proteins (34). Effectors such as XopD inactivate plant transcription factors (47, 75, 86). Members of the AvrBs3 family are themselves transcriptional activators (35, 58).
12. To degrade host proteins, several cysteine and serine proteases are secreted by bacterial pathogens, e.g., HopAR1 and AvrRpt2 (38).
13. Effectors also modulate the plant ubiquitination/proteasomal degradation system as reported for AvrPtoB (90).
14. Vesicle trafficking plays an important role in PTI, e.g., secretion of AMPs and endocytosis of PRRs. AFR-GEFs are involved in vesicle trafficking and can be sent for proteasomal degradation by effectors such as HopM1 (78).
lytic enzymes are produced that degrade the tight cell wall structure. *Xanthomonas oryzae oryzae* secrete cell wall–degrading enzymes via the type-two secretion system: ClsA, a cellulase; Cbs, a cellobiosidase; and LipA, a lipase. During local degradation of the cell wall by these enzymes, which loosen the tight structure of the cell wall and open the plasma membrane, the T3SS is formed in the resulting channel. However, these enzymes in turn can trigger defense responses either by production of DAMPs (damage-associated molecular pattern) from the cell wall or by action as PAMPs themselves (52). Therefore, effector molecules, as yet unknown, are secreted to suppress this defense pathway (52). The fact that effectors are required to overcome the physical barrier of the plant cell wall, but at the same time their action triggers inducible defense responses, which in turn have to be suppressed by a following set of effectors, nicely illustrates the importance of proper orchestration of effector secretion.

For some fungi (e.g., *Blumeria graminis*, *Magnaporthe grisea*, *Erysiphaceae* spp.) and oomycetes (e.g., *Phytophthora* spp.), spores germinate on the plant surface, build germination hyphae, and finally form appressoria to force their way through the cell wall by localized physical pressure. Penetration can be assisted by degrading enzymes, for example, pectolytic enzymes or cutinases. The penetration hyphae continue to grow intercellularly and finally form haustoria inside plant cells (79). The barley powdery mildew fungus *Blumeria graminis* secretes at least two effectors, AVRα10 and AVRk1, that increase the penetration rate in susceptible hosts (84). They appear to be localized in the plant cytoplasm, but their mechanism of action is unclear.

**Inhibiting Enzymatic Degradation in the Apoplast**

In addition to organ and tissue integrity and to the protective layer of the cell wall, the plant apoplast contains destructive enzymes, which are inoffensive to the plant itself, but can attack structural components of pathogens. In this way, proteases, cell wall–degrading enzymes, and hydrolyses attenuate pathogen persistence. Diverse plant cysteine and serine proteases are part of the apoplastic defense. As protection against such proteases, during infection the fungus *Cladosporium fulvum* releases the cysteine protease inhibitor Avr2 into the apoplast, which inhibits the tomato protease Rcr3 by directly binding to it (88). However, in resistant plants, this complex Avr2-Rcr3 is recognized by the R protein Cf-2, resulting in activation of HR.

*Phytophthora infestans*, an oomycete pathogen, secretes several inhibitors of the Cystain and Kazal family of protease inhibitors: EPIC2B inhibits the cysteine protease PIP1, and its homolog EPIC1 is predicted to act in a similar manner. EPI1 and EPI10 inhibit the serine protease P69B (104, 105). By protecting themselves against degradation, pathogens not only promote their persistence in the apoplast, but also prevent the display of PAMPs, e.g., cell wall fragments that would trigger PTI. Further characterization of secreted plant proteases and potential cognate pathogen inhibitors will enhance our understanding of defense and counterdefense in the apoplast.

Although degrading activities can be harmful to the pathogens, bacteria also secrete such enzymes, which act on the pathogen itself, in a controlled way. For example, to accommodate the T3SS, specialized lytic transglycosylases (LT) are required that degrade the bacterial peptidoglycan layer locally. However, during this process peptidoglycan fragments are produced that may act as elicitors of defense responses (39). Three LTs from *P. syringae*, HrpH, HopAJ1, and HopP1, were recently characterized. HrpH is directly involved in accommodation of the T3SS, while HopP1 contributes to PTI suppression in the apoplast of *N. benthamiana* (80). HopP1 might sequester or process peptidoglycan fragments generated by the action of HrpH and thereby remove the elicitors preventing immune responses.

Degradation of the chitin cell wall by plant chitinases occurs in fungi and leads to the production of breakdown products that serve as PAMPs to alert the plant defense system.
In *C. fulvum* a chitin-binding lectin, Avr4, specifically binds to the fungal cell wall and protects chitin against degradation (108). As a result, the fungus is protected against damage, and chitin fragments are kept from triggering PTI (65). Similarly, glucanases are secreted by plants to attack pathogens. The oomycetes *Phytophthora sojae* secretes glucanase inhibitor proteins that bind to plant glucanases during infection and thereby prevent release of oligoglucoside defense elicitors (89). These protease inhibitors of diverse pathogen origin exemplify how enzymatic defense in the apoplast is overcome and at the same time induction of PTI is prevented.

**Masking Elicitors**

As described above, PTI is mediated during early steps of pathogen attack by perception of highly conserved microbial patterns. PAMP elicitor active epitopes are recognized by cognate receptors. Alterations within the sequence of the elicitor active structures would allow loss of receptor activation or receptor recognition and thus would be an efficient masking of the PAMP. In most cases, however, mutating the pattern is difficult owing to its essential function for the pathogen. Nevertheless, *Agrobacterium tumefaciens* and *R. solanacearum*, for example, have modified their flagellins so that the elicitor epitope no longer stimulates PTI (31, 83). Similarly, *X. campestris* pv. *campestris* displays extremely high sequence variability in the flagellin, allowing it to avoid recognition (98).

Mechanisms of camouflage from rhizobia and arbuscular mycorrhiza are probably similar to those found in pathogens in that they have to overcome the same layers of preinvasive defense. The role of LPS as PAMPs in induction of defense responses (28) is inverted in the symbiosis between *Sinorhizobium meliloti* and *Medicago truncatula*: Instead of eliciting immune responses, LPS suppresses the production of ROS and transcriptional changes triggered by invertase, thereby promoting establishment of the symbiosis (103).

Structural variations in the LPS might make the difference between suppression and elicitation of PTI by symbionts, and pathogens respectively. Although alteration of PAMP sequences/structures is a highly efficient means to avoid immune responses, it is limited to a number of highly adapted pathogens. Resulting disadvantages in fitness, e.g., reduced movement if flagellar are mutated, might select against such alterations. It is important to note that in most cases the epitope recognized by PRRs corresponds to the most conserved region of the pathogen molecule, which hints at its essential function.

**Inhibition of Receptor Activation**

Once PAMPs are recognized by PRRs, the receptors are activated and immediately start defense signaling. Inactivation of the receptor by effectors efficiently blocks all downstream defense responses. AvrPto and AvrPtoB from *P. syringae* suppress flg22 signaling at an upstream step. When expressed ectopically in *A. italiana*, AvrPto changes expression of $\sim$80% of all T3SS-regulated genes (43). Thus, it seems to be a major regulator of defense gene expression. AvrPto action leads to suppression of PAMP-mediated defense responses such as ROS production, MAPK activation, induction of defense genes, and callose deposition. Membrane localization of AvrPto is required for these effects (45). Suppression of MAPK activation can be overcome by ectopic expression of constitutively active MEKK1, one of the early downstream components in FLS2 signaling (45). Similarly, constitutively active MEKK1 also overcomes defense suppression caused by AvrPtoB, suggesting that AvrPtoB might also target upstream steps of PAMP signaling (45).

In tomato, AvrPto and AvrPtoB are recognized by the Pto kinase, which is guarded by the R protein Prf that elicits PCD (61). There are no homologues of Pto found in *Arabidopsis*. Instead, the kinase domains of FLS2, its co-receptor BAK1 (18), and EFR show significant sequence homology to Pto (Figure 2).
The closest homologs of Pto and Fen in *Arabidopsis* are kinase domains of PRRs. The unrooted phylogenetic tree was established based on a multiple sequence alignment of the protein kinase domains of Pto, Fen, several PRRs, and other RLKs using ClustalW (http://www.ebi.ac.uk/Tools/clustalw/index.html) and visualized using Treeview (http://taxonomy.zoology.gla.ac.uk/rod/treereview.html). PRRs are in the same group as Pto and Fen, whereas other RLKs with possible functions in development are more distantly related. In *Arabidopsis*, BAK1 appears as the closest homolog of Pto and Fen. Hence, PRRs could be putative targets for effectors.

The crystal structure of the AvrPto-Pto complex was recently solved, and structural modeling supports the relevance of the similarity between Pto kinase and the FLS2 and EFR kinase domains (114b). This provides strong evidence that AvrPto targets PRRs. Indeed, AvrPto was found to physically interact with FLS2, EFR, and a so-far uncharacterized RLK (At2g23200) in vitro and in protoplasts. Interaction with AvrPto inhibited FLS2 and EFR in vitro autophosphorylation activity. As for the AvrPto-Pto complex, interaction of AvrPto with FLS2 and EFR also requires the conserved GINP motif (114b). It appears that multiple PRRs including co-receptors could be targets of AvrPto and most likely AvrPtoB as well.

Outside the Pto interacting domains, AvrPto and AvrPtoB show little sequence homology. AvrPtoB carries an E3 ligase activity in its C terminus, which is absent in AvrPto. Ubiquitination of the Fen kinase, a member of the Pto family, by AvrPtoB targets it for degradation and thereby prevents ETI in the form of PCD in tomato plants lacking Pto (90). Interestingly, the Pto kinase is not a substrate of AvrPtoB, suggesting molecular differences in between these highly related kinases. Although molecularly different, according to functional similarities, AvrPtoB might target PRRs as does AvrPto.

Defense suppression of AvrPto and AvrPtoB is not limited to the flg22 pathway in *Arabidopsis*. In *N. benthamiana*, flagellin perception leads to nonhost HR (102), which also can be suppressed by AvrPto and AvrPtoB (42). Similarly, nonhost HR elicited by INF1, the major secreted protein of the oomycete pathogen *P. infestans*, is suppressed by AvrPto and AvrPtoB (42). Thus, these effectors might block PTI signaling at the receptor level in other systems as well. Possible mechanisms include preventing activation via phosphorylation, receptor dimerization, complex formation with a co-receptor, or degradation.

A direct interaction between effector and PRR was also discovered in the *Erwinia amylovora*-apple interaction. DspA/E, a member of the AvrE family, interacts specifically and directly with four putative LRR-RLKs (73). Suppression of callose deposition and delay of defense gene expression by DspA/E (13) suggest that they might act in PTI suppression mediated by the interacting LRR-RLKs. Sequence prediction of WtsE from *Pantoea Stewartii* and several homologs of the AvrE family identified a putative endoplasmic reticulum membrane retention signal (ERMRS), which is essential for viability (41). Presence of such a motif suggests localization of WtsE in the host endomembrane system, although this localization has not yet been confirmed. Since receptors are taken up by endocytosis as demonstrated for FLS2 (85) and exocytosis of AMPs is important for defense, AvrE might exert its function in subcellular vesicle trafficking (see below).
Downregulation of MAPK-Signaling

Following PAMP perception, one major defense signaling pathway employs MAPK cascades, which have been especially well characterized for flg22 signaling. Asai et al. (5) proposed a model in which MEKK1 is stimulated by FLS2 and the signal is subsequently transferred via MKK4/5 to MPK3 and MPK6, which in turn activate WRKY22/29 transcription factors. However, the exact nature of the MAPK cascade is still under debate and alternative cascades may well be active in parallel (74, 97). Several effectors act at different steps of this signaling cascade in plant as well as animal pathogens (93). Dephosphorylation of any of the MAP kinases efficiently suppresses defense signaling. Two different mechanisms are known by which effectors dephosphorylate defense signaling components. HopAI1, a potent suppressor of NHO1 upregulation (64), encodes a phosphothreonine lyase. HopAI1 alters threonine residues of MAPKs and thereby irreversibly blocks phosphorylation (116). MPK3 and MPK6, key MAPKs in the FLS2 pathway, are targets of HopAI1 and thus flg22 signaling is inhibited at an early step. Accordingly, downstream responses such as ROS production, callose deposition, and PR gene expression are suppressed (116). HopAO1 (HopPtoD2) is a T3SS-dependent effector with protein tyrosine phosphatase activity that acts on glycine-rich RNA-binding proteins such as AtGrp7 and AtGrp8 (34). AtGrp7, an RNA chaperone, is involved in several stress responses (cold, drought, salt, ABA) regulating RNA turnover (17) and plays an important role in circadian rhythm (46). In addition, it functions in PTI, since grp7 mutants in Arabidopsis are more susceptible to Pst DC3000 (34). By modification of the RNA chaperones AtGrp7 and AtGrp8, HopU1 can change the plant transcriptome and thus downregulate defense responses. Three other RNA-binding proteins have been identified as in vitro targets of HopU1 (34). Because of their localization in the chloroplast, they were not considered in planta targets at first. However, interfering with chloroplast gene expression might allow bacteria to optimize energy production for their own needs and limit it for plant defense purposes. In addition to HopU1, HopO1-1 (HopPtoS1) and HopO1-2 (HopPtoS3) encode ADP-RTs, but they have not yet been functionally characterized.

Modification of the Defense Transcriptome

PTI includes massive changes in gene expression. For example, expression of about 1000 genes is changed after flg22 perception (118). Bacterial effectors not only interfere with PTI signaling but can also modify the plant defense transcriptome more directly. Various mechanisms are employed to alter RNA stability. For example, RNA-binding proteins are targeted to alter RNA turnover: HopU1 (HopPtoS2) is a mono-ADP-ribosyltransferase (ADP-RT) that acts on glycine-rich RNA-binding proteins such as AtGrp7 and AtGrp8 (34). AtGrp7, an RNA chaperone, is involved in several stress responses (cold, drought, salt, ABA) regulating RNA turnover (17) and plays an important role in circadian rhythm (46). In addition, it functions in PTI, since grp7 mutants in Arabidopsis are more susceptible to Pst DC3000 (34). By modification of the RNA chaperones AtGrp7 and AtGrp8, HopU1 can change the plant transcriptome and thus downregulate defense responses. Three other RNA-binding proteins have been identified as in vitro targets of HopU1 (34). Because of their localization in the chloroplast, they were not considered in planta targets at first. However, interfering with chloroplast gene expression might allow bacteria to optimize energy production for their own needs and limit it for plant defense purposes. In addition to HopU1, HopO1-1 (HopPtoS1) and HopO1-2 (HopPtoS3) encode ADP-RTs, but they have not yet been functionally characterized.

Besides regulation of RNA levels via stabilization or destabilization of RNA binding proteins, RNA accumulation is also regulated by micro- and small interfering (mi and si)RNAs. This process requires the action of ARGONAUTE (AGO) proteins, for example, AGO4-directed DNA methylation. Mutants in AGO4 are reduced in overall DNA
methylation and are less resistant to the virulent pathogen \textit{Pst} DC3000, the avirulent pathogen \textit{Pst} DC3000 \textit{avrRpm1}, and the non-host pathogen \textit{P. syringae} pv. \textit{tabaci} (1). This implies that mi/siRNAs are involved in PTI and ETI. Furthermore, the plant miR393 is induced upon flg22 perception. It decreases transcript levels of the auxin receptor TIR1, thereby preventing degradation of Aux/IAA repressors, and is part of PTI by downregulation of auxin signaling (76). Another siRNA, Nat-siRNAATGB2, is induced by \textit{Pst} DC3000 carrying \textit{avrRpt2} and contributes to ETI by removal of PPRL, a negative regulator of RPS2-mediated resistance (57). Viral pathogens rely on the host machinery so that viral RNAs can accumulate. These are targeted for degradation by host siRNAs (66). Pathogens interfere therefore with mi/siRNA-regulated processes. Of the several known viral suppressors of RNA silencing, most bind to double-stranded RNA, the precursors of siRNAs (62). This prevents production of siRNAs and subsequent degradation of viral RNAs. Moreover, Polerovirus encodes the F-box protein P0 that mediates ubiquitination and degradation of AGO1, and thereby protects viral RNAs (7). Bacteria, fungi, and oomycetes might interfere with regulation of defense reactions by plant miRNAs in a similar way, e.g., by preventing generation of miR393 or Nat-siRNAATGB2, or by inhibiting AGO4.

Effectors of the AvrBs3 family seem to act more directly as transcriptional activators themselves. These effectors contain a plant nuclear localization signal, and targeting to the nucleus has been shown for some members of this family (101). A leucine zipper in these effectors may allow binding to DNA, and an acidic activation domain, which is required for virulence, induces host gene expression (38). The \textit{X. campestris} pv. \textit{vesicatoria} AvrBs3 effector protein binds to the upa-box (\textit{Upa}\textsubscript{regulated by AvrBs3: upa}) in various promoters and thereby activates transcription of \textit{Upa20}, a master regulator of cell size, as well as other host genes. Pathogen transcription factors acting on the plant transcriptome could trigger expression of host proteins that ensure nutrient supply and thereby promote pathogen proliferation. In resistant pepper cultivars, however, the promoter of the cognate \textit{R} gene, \textit{Bs3}, also carries the upa-box, leading to its transcription and subsequent induction of cell death (58). Thus, during evolution, plants appropriated the AvrBs3 cognate \textit{cis}-element to counter defend themselves and induce resistance.

Pathogens also use the host’s transcription and translation machinery to produce their own proteins directly in planta. This is well-known for viruses that express, e.g., RNA-polymerases or coat proteins with the help of the plant. Another example is \textit{Agrobacteria}. They insert part of their DNA (tDNA) into the plant nucleus. This transfer process requires not only bacterial virulence factors such as VirE2, but also plant factors, e.g., karyopherin \textit{α} or VIP1. VIP1 is a transcription factor that is phosphorylated by MAPKs upon PAMP perception and subsequently relocates to the nucleus to activate \textit{PR} gene expression. \textit{Agrobacteria}-delivered tDNA is attached to VIP1 and via backpacking enters the plant nucleus. Thus, pathogens can utilize host signaling components to modify the host transcriptome and express their own proteins (27).

These examples illustrate some mechanisms by which pathogens influence RNA metabolism in the host cell. Such topics have only recently emerged, and further studies will enlarge our knowledge. In addition to interference with RNA binding proteins, siRNAs, transcription factor mimicry, degradation or inactivation of transcription factors (see below), or insertion of DNA, other steps of the transcriptome might be targeted. For example, splicing steps, RNA transport, or initiation of translation are further steps to manipulate the host’s life.

\textbf{Degradation of Host Defense Components}

Microbial effectors can degrade antimicrobial compounds and various proteins that play a role in PAMP perception, PTI signaling, or
defense reactions. Degradation can be achieved either via protease activity or by exploiting the plant proteasome degradation pathway (115). Effectors exhibiting protease activity directly target one or a group of host proteins. This offers the advantage that degradation can be carried out independently of host factors. Several effectors carry cysteine protease activity of various classes (YopJ/HopZ, XopD, YopT, AvrRpt2) (48). Some of the cysteine proteases such as XopD or members of the YopJ/HopZ family, e.g., AvrXv4 and AvrRxv show deSUMOylating activity. XopD accumulates in subnuclear foci (47) and therefore might be involved in transcriptional regulation by deSUMOylation of transcription factors. In contrast, AvrXv4 and AvrRxv localize in the cytoplasm (12, 86), but the targets of these effectors are unknown. HopZ family effectors require myristoylation for their virulence or avirulence activity (63b, 63c), suggesting membrane-localized targets. The mammalian pathogen homolog, YopJ, founding member of this family, interacts with MAPKs and plays a role in suppression of innate immunity (29), suggesting that this family might be involved in down-regulation of PTI signaling. However, recent findings question the role of YopJ as a cysteine protease, since acetylation of a MAPK by YopJ was observed (9).

Both HopAR1 (AvrPphB), a member of the YopT family, and AvrRpt2 function as cysteine proteases and cleave PBS1 and RIN4, respectively (38). Unfortunately, the role of these plant proteins in PTI is unclear even though they appear to act as general regulators that are well-guarded by several R proteins. RIN4 might act as an adaptor protein that holds multiple PRR signaling pathways under negative regulation (60). Its importance in defense is underlined by the number of effectors targeting RIN4: In addition to the protease AvrRpt2, AvrRpm1 (71) and AvrB (26, 82) bind RIN4. Furthermore, HopX (AvrPphE) (77) and HopPtoN (69), which suppresses nonhost HR when delivered by Pst DC3000, are cysteine proteases with unknown targets.

### Exploiting the Host Proteasomal Degradation Machinery

Protein degradation is also carried out by the proteasomal machinery. Exploitation of host proteasomal degradation has been extensively described for mammalian pathogens (3) and is also known for some plant pathogens. AvrPtoB is a modular protein consisting of an N-terminal domain (1–307) that interacts with Pto/Prf and triggers ETI. Its C terminus (387–553) carries an E3 ligase activity. Homology between the C terminus of AvrPtoB and plant E3 ligases is low; only the crystal structure of AvrPtoB revealed striking similarities to plant U-box- and RING-finger-type E3 ligases (51). In addition, the middle domain (307–387) confers resistance mediated by Fen/Prf, which, however, is suppressed by the C-terminal E3 ligase activity (Resistance Suppressed by the C terminus of AvrPtoB: Rsb) due to ubiquitination and proteasomal degradation of the Fen kinase (90). Fen-triggered PCD involves the R-protein Prf and is therefore a component of ETI. Since AvrPtoB targets Fen for degradation leading to susceptibility of tomato plants, it is a good example of an effector interfering at the step of ETI in plant defense. Most likely, Fen is not the only target of AvrPtoB-mediated ubiquitination. Virulence conferred by AvrPtoB depends on the presence of FLS2 (24), suggesting that this receptor and possibly other PRRs or their co-receptors might be targeted by AvrPtoB, as mentioned above. If this holds true, AvrPtoB interferes with two different immune responses, PTI and ETI. The modular constitution of AvrPtoB might reflect this dual function: The N-terminal part (1–387) is sufficient to confer suppression of PTI and likely targets PRRs such as FLS2. This domain is homologous to HopPmaL from *P. syringae* pv. *maculicola*, which also downregulates defense (65a). In AvrPtoB the C-terminal E3 ligase activity suppresses PCD, a component of ETI (65a). Taken together, AvrPtoB might have evolved in several steps: Originally, the N-terminal part of AvrPtoB carrying only PTI suppressing activity was sufficient to ensure
virulence. In some tomato cultivars the Fen kinase might have evolved as a decoy to protect targets of AvrPtoB. In turn, AvrPtoB acquired a C-terminal addition to target Fen for degradation and to overcome ETI. In return, some tomato cultivars evolved another decoy, Pto, which functions similarly to Fen in mediating ETI via Prf, but resists AvrPtoB activity.

GALA effectors from \textit{R. solanacearum} are modular proteins as well. They contain an F-box domain and several LRRs. Because of their F-box, GALAs are able to interact with plant proteins to form an active SCF E3 ubiquitin ligase, which is required for virulence (2). The LRR domain carries the conserved GAxALA motif and seems to confer specificity as to which proteins are ubiquitinated. However, the targets of these effectors are not known. In silico analysis has already identified numerous additional effectors that carry F-box domains (3), implying a broader cooption of the plant’s ubiquitination machinery for the purpose of degradation of host defense components.

**Interfering with Vesicle Trafficking**

Antimicrobial compounds are thought to be secreted by exocytosis (56). To prevent this secretion, effectors can act on proteins involved in vesicle trafficking and reroute their cargoes. HopM1 exploits the plant ubiquitination system to modify vesicle trafficking. It interacts specifically with MIN7, one of eight \textit{Arabidopsis} ARF-GEFs (adenosine diphosphate ribosylation factor guanine nucleotide exchange factor) that play an important role in vesicle trafficking. This interaction leads to ubiquitination and degradation of MIN7 via the proteasome (78). Thus, transport of material required for callose deposition is prevented. A similar fungal effector might interfere with callose transport, which is required for papillae formation at fungal penetration sites (94) and thereby enhances penetration rates. In contrast to AvrPtoB and GALA7, HopM1 does not carry an enzymatic activity, but seems to act as an adaptor recruiting the plant ubiquitination machinery to MIN7 (78). Just like HopM1, AvrPto is also able to suppress callose deposition in an SA-independent manner (43). AvrPto might disturb vesicle trafficking in a manner similar to HopM1, since in yeast two-hybrid assays two Rab-GTPases were identified as interactors of AvrPto (11). An alternative target of AvrPto could be PRR-containing vesicles. Since AvrPto interacts with PRRs (114b), it might subsequently support or interfere with recruitment of components required for endocytosis. Increased endocytosis of PRRs could downregulate signaling and thereby suppress callose deposition and other defense responses indirectly.

**CONCLUSIONS**

Phytopathogens are highly adapted to the special conditions for in planta growth. This adaptation is also apparent from their large effector inventories: \textit{P. syringae} pv. \textit{tomato} DC3000 contains more than 30 T3SS effectors. \textit{Pseudomonas aeruginosa} carries an effector repertoire that enables this pathogen to multiply in diverse hosts ranging from humans, mice, or \textit{C. elegans} to \textit{Arabidopsis}. Effectors have been found to interfere with each step of plant defense including pre-existing physical and chemical barriers as well as inducible PTI responses ranging from PAMP recognition, via defense signaling, to transcriptional changes, and even signaling via hormones. Defense responses are not the only targets of effectors. Cytoskeleton remodeling or changes in photosynthetic activity that limit pathogen proliferation are also likely to be modulated by effectors.

The defense reactions triggered by PRRs are not unique to PTI, but overlap with those involved in ETI. Therefore, allocation of effectors to one or the other pathway is difficult, if not impossible. General plant regulators of PTI such as RIN4 and PBS1 that are guarded by R proteins are at the connection point between both signaling pathways. If, as suggested, defense responses are triggered sequentially (54), effectors would have to overcome specific responses at specific times (16). Thus, bacteria might secrete effectors in a certain order, always modifying the next step in defense.
Despite the diverse nature of pathogens, all of them have to manipulate processes of eukaryotic life. This becomes apparent from effectors of different pathogen origin exerting similar functions, e.g., proteasomal degradation, or that *H. parasitica*–derived effectors enhance bacterial virulence. Therefore, it seems that effectors are perfectly adapted to target nodes of eukaryotic processes, and further studies addressing effector targets and functions will enable us to better understand the innate immune system of higher plants.

### SUMMARY POINTS

1. Plants defend themselves against pathogens through an extremely well-regulated, layered defense system. This is composed of preformed physical and chemical barriers, immediate responses upon pathogen contact, and temporally dispersed cellular and systemic reactions leading to increased resistance.

2. Successful pathogens can overcome this defense system by modifying components at any given step. For this purpose, effector molecules are secreted into plant tissue and cells. This secretion most likely follows a sequential order that is adapted to overcome the layered defense of plants.

3. Effectors can be identified by several reporter assays, effector inventories, and bioinformatic predictions. Frequently, effectors are modular proteins with several activities leading to overlapping or even contradictory results in predictions and reporter assays.

4. For a limited number of effectors the mechanisms of action and targets have been identified. A wide variety of enzymatic functions and host targets could be detected. Effectors appear highly adapted to eukaryotic processes. Therefore, effectors can promote pathogen virulence across microbial kingdoms.

5. Effectors themselves or effector actions can be recognized by plant R proteins that trigger ETI. However, successful pathogens modify their effectors or acquire novel ones to circumvent R protein monitoring. This leads to an evolutionary arms race in plant-pathogen interactions.

### FUTURE ISSUES

1. What is the effector inventory of any given pathogen? The effector inventories of fungi and oomycetes, in particular, are currently under investigation.

2. What is the minimal set to make a pathogen virulent? What is the set to reach maximal virulence? Has nature evolved both borders to its best or are the extremes disadvantageous in other regards?

3. What is the function and enzymatic mechanism of effectors in the plant cell? Only a subset of effectors modifies PTI. Others are involved in overcoming ETI or reprogramming the plant cell to optimize growth conditions for the pathogen, which is especially important for biotrophic pathogens.

4. Where are the effectors localized inside the plant cell? Localization could provide information about the role in adapting the plant to pathogen growth.
5. Is there a hierarchy of secretion? Adaptation to timing of plant defense responses allows economy in synthesis of effectors.

6. What is the turnover of effectors in plant cells? High stability of effectors allows long-lasting modification of the plant, whereas rapid degradation confers increased flexibility.

7. How do effectors evolve? Coevolution with plants adapts pathogens to their host but also limits the host range. Horizontal transfer of virulence factors between pathogens, even between different kingdoms, increases the repertoire and enables acquisition of new factors (99).

8. What determines host specificity in regard to effector inventories?
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